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Abstract - Today is a Data Deluge age. Therefore there is a huge need of mining the selected data from the data 

warehouses and the databases. It comprises of data which is subject oriented, integrated, time-variant and non volatile on 

which enormous number of queries can be requested by the users. There may be a practicability that the requested 

queries belong to same subject area. However, it is quite troublesome and time consuming to provide the response even in 

case of similar queries. Hence the solution to this problem is to make use of the concept of clustering the data for the 

purpose of identifying group of documents belonging to same subject areas. ROCK algorithm is the one of the best suited 

algorithm for clustering categorical data. In this paper ROCK clustering algorithm is being proposed to cluster page 

repository of search engine. So this paper approaches to cluster the data in such a way that query response time is 

decreased by searching the clusters obtained instead of whole database or data warehouse. 
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I. INTRODUCTION 

          As the world is growing tremendously, so the data is growing in the databases. Today is a Data Deluge age. 

Data in the data warehouses is stored like wealth which is very precious to for its users. Therefore there is a huge 

need of mining the selected data from the data warehouses and the databases. Initially, with the advent of computers 

we started collecting massive information, but after that it created chaos in dealing with the stored data. Then data 

mining came into existence, it actually allows users to get only the important and relevant information or data from 

the large data warehouses. We call data mining as a process of discovering knowledge from the databases because 

these days it’s very important to know about the recent trends and patterns going on in the market. Data mining [11] 

is done to search the valuable data form data warehouses just like mining the rocks to search the valuable ores. 

There may be different types of data that can be mined from the data warehouse, flat files, relational databases, 

transactional databases, multimedia databases, time series databases etc. There are different algorithms and 

techniques that are applied to retrieve the meaningful and relevant data. This helps in analyzing the data in various 

ways so that proper decisions can be made according to the prevailing trends in the market. 

Clustering is a method of grouping similar type of data together. Clustering represents the data in the compact form 

and provides homogeneity to it. Clustering has been and is a topic of active research because from last four decades 

we have storage of massive collection of data and it is still growing in numbers. Initially the data is stored in the data 

warehouse or database heterogeneously i.e. all the data which is related or unrelated. There is a need to group the 

related or similar data together and the unrelated or dissimilar data separately. So clustering is the solution to the 

above problem because clustering plays a very important role in data mining applications such as web analysis, 

customer relationship management, marketing, text mining, medical diagnostics and many more. Clustering in data 

mining involves various approaches and clustering algorithms which help in converting heterogeneous data objects 

into homogeneous form. As there are very large datasets with various attributes so it turns out to be a complication 

for clustering algorithms. Because clustering mechanism results in the approximate clusters which contains related 

objects. For example, if there is a large dataset and we want to have a look on the similar objects with compaction, 

then clustering is the well suited technique because it merges the related data together and categorizes the data into 

separate clusters. Each cluster has its own identity and some unique features are associated with each cluster which 

helps in differentiating one cluster with another. There are varieties of algorithms which meet the clustering 

requirements and are successfully applied to real-time datasets.  

II. PROBLEM INTRODUCTION 

Clustering is a data mining technique of grouping similar type of data or queries together which helps in identifying 

similar subject areas. The major problem is to identify heterogeneous subject areas where frequent queries are asked. 

There are number of agglomerative clustering algorithms which are used to cluster the data. The problem with these 

algorithms is that they make use of distance measures to calculate similarity. So the best suited algorithm for 

clustering the categorical data is Robust Clustering Using Links (ROCK) [1] algorithm as it does not use distance 
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measures instead it uses Jacquard coefficient to find the similarity between the data objects to classify the clusters. 

The mechanism to classify clusters based on the similarity measure shall be used over a given set of data. This 

method will make clusters of the data corresponding to different subject areas so that a prior knowledge about 

similarity can be maintained which in turn will help to discover accurate and consistent clusters and will reduce the 

query response time. The main objective of our work is to implement ROCK and to decrease the query response 

time by searching the documents in the resulted clusters instead of searching the whole database. This technique 

actually reduces the searching time of documents from the database. 

2.1 Limitation of Traditional Clustering Algorithms 

Many hierarchical clustering algorithms are not well suited when it comes to categorical datasets. Experiments 

showed that the distance measures cannot lead to high-quality clusters when clustering categorical data. Also, most 

clustering algorithms merge most similarity points in a single cluster at each step and this “localized” approach is 

prone to errors. Various centroid based hierarchical clustering algorithms merge the data points until a desired 

number of clusters are obtained, however distances between the centroids of different clusters are poor and they 

does not provide the good quality clusters. Initially the points are merged in different clusters but when the 

clustering process progress the situation gets worse because of the ripple effect (as the size of the cluster increases, 

the number of the attributes also increases but their mean value decreases. So it becomes quite tough to find the 

difference between the two points which differs in the context of attributes. So there are many clustering algorithms 

which cannot be used for clustering the categorical data, they are only meant to cluster the Euclidean space data. As 

there is enormous amount of categorical data present on World Wide Web, so it becomes mandatory to group the 

data so that it can be used in taking some decisions and user can only get the data he is interested in. 

III. PROPOSED APPROACH 

ROCK algorithm is the best suited algorithm for clustering categorical data because it may use Jacquard or Cosine 

similarity coefficients to find out the similarity between the two data points and moreover it uses the idea of links to 

determine the neighbours. It is difficult to manage and handle the large chunks of data; therefore clustering can help 

grouping them in order. What we have observed in general is that the task of finding or searching some document 

out of the large amount of data is cumbersome. Also, the response time of searching the document is very high due 

high scale searching among the data. So our approach is to cluster the data in order to divide the data into some 

groups with similar features and hence to decrease the query response time by searching the clusters obtained 

instead of whole database or data warehouse. 

This project works in two steps:- 

1. Clustering of data by ROCK algorithm and to store the clusters. 

2. Reducing the query response or query search time by providing the results from the obtained clusters instead of 

the database. 

3.1 Applying ROCK algorithm to the dataset   

To implement the ROCK algorithm we have taken a categorical dataset i.e. some documents containing the data. We 

have taken different type of data with different attributes as it will check the functionality and applicability of this 

algorithm. This dataset contains documents related to various conferences and journals (national and international). 

As this data is heterogeneous in nature so we took this challenge to make some clusters out of it which will decrease 

the complexity of this dataset. We wanted to get the clusters of similar data. The aim was to decrease the intra-

cluster similarity and to increase the inter-cluster similarity. Similarity between the two documents is calculated by 

using Jacquard coefficient. The similarity values lies in between 0 and 1. So we set the threshold value to 0.4 so that 

we can get the value of adjacency matrix. The values above 0.4 will be converted to 1 and the value below 0.4 will 

be converted to 0. This means the higher the similarity value, the more is the relation between the documents and 

lesser value of similarity denotes the some or no relation between the two documents. Jacquard coefficient finds out 

the similarity between each and every documents present in the dataset. The next step is to calculate the adjacency 

matrix that is by converting the lesser value to 0 and higher value to 1. After getting the adjacency matrix, our aim is 

to find the link matrix. Link matrix can be obtained by multiplying the adjacency matrix with itself. Clustering 

points based only on the closeness or similarity between them is not strong enough to distinguish two not so well-

separated clusters because it is possible for points in different clusters to be neighbors. The link-based approach 

adopts a global approach to the clustering problem. It captures the global knowledge of neighboring data points into 

the relationship between individual pairs of points. Since the ROCK clustering algorithm utilizes the information 

about links between points when making decisions on the points to be merged into a single cluster, it is very robust. 

Goodness measure; while performing clustering the motive of using goodness measure is – to maximize the criterion 

function and to identify the best pair of clusters to be merged at each step of ROCK. This is an iterative step because 
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clusters are merged according to the goodness measure values. At every iteration the value of goodness measure 

increases and the more clusters are merged. ROCK works on agglomerative bottom up approach so there are major 

chances that only a single cluster is obtained in the end, so to avoid this consequence we have applied a threshold 

value, after which the merging process of clusters stops and the desired number of clusters can be obtained. 

3.2 Proposed Algorithm:- 

Algorithm: Create Initial Clusters 

Input: Set of documents 

Output: Initial Document Clustered 

For all documents in the dataset do 

{ 

 Take a document from the document set. 

 List of tokens = Parse the document and apply normalization on words to get list of tokens 

Create a keywords list of most frequent tokens of the document.  

Create a cluster with that single document and create a keywords list of most frequent tokens of the document.  

Add this initial cluster to the cluster repository. 

} 

Algorithm: Refine clusters using ROCK 

Input: A set of clusters 

Output: A set of refined clusters 

For all clusters do 

{ 

 Cluster1 = Take a cluster from the Cluster Repository 

For all documents in that cluster do 

{ 

 Docuemt1 = take a document from the cluster 

Calculate the goodness measure of this document with all other clusters using ROCK 

Find document cluster relation weight = goodness measure 

If (document cluster relation weight > relation threshold) 

{ 

Add the docmeunt1 in the Cluster1 with the assigned document cluster relation weight 

Update the list of related words of Cluster1 by adding some keywords of document1 (if needed) 

} 

                   } 

IV. CONCLUSION 

In this paper we conclude that general users put short, ambiguous queries which can’t specify the actual information 

need of the users. Clustering is the best possible solution for this problem, it facilitates quick browsing throughout 

the search result. To improve the search result clustering, First, more work needs to be done to improve the quality 

of the cluster labels and the coherence of the cluster structure. Second, the incrementality, because the web pages 

change very frequently and because new pages are always added to the web. Third, the fact that very often a web 

page relates to more than one subject should also be considered and lead to algorithms that allow for overlapping 

clusters. Fourth, Inconsistency is another problem. The contents of a cluster do not always correspond to the label 

and the navigation through the cluster sub hierarchies does not necessarily lead to more specific results. Fifth, 

advanced visualization techniques might be used to provide better overviews and guide the interaction with clustered 

results. 
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